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Recap …
• GMMs and EM algorithm

• Relationship between neighboring samples 
is not considered.

• Time alignment and normalization

• Dynamic Programming algorithms

• recursive solution



Dynamic Programming

“Fundamentals of Speech Recognition”, Rabiner and Juang



Dynamic Programming

“Learning Time Series”, UIUC Lecture Series



Dynamic Programming in Real Life

“Learning Time Series”, UIUC Lecture Series



Template Matching

“Design and Implementation of Speech Recognition”, CMU, Spring 2013
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DTW

“Fundamentals of Speech Recognition”, Rabiner and Juang
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“Fundamentals of Speech Recognition”, Rabiner and Juang



Disadvantages of DTW

• Based on heuristics

• Creating templates from large number of 
examples can be hard.

• With large vocabulary sizes, computationally 
intractable.

• Not a statistical method.
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