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Recap …
• Modeling of Speech  

• Single Gaussian Model 

• Maximum likelihood estimation (MLE) of parameters [Sample mean 
and sample covariance] 

• Pros - Simplicity. Cons - Not capable of modeling speech like 
signals.  

• Gaussian Mixture Models 

• MLE is not straight forward  

• Expectation Maximization (EM) algorithm. 

• Assuming a hidden variable (identity of the mixture component).



Matrix Differentiation Rules

“A gentle tutorial on EM Algorithm and its application to parameter estimation of GMM and HMM”, Jeff Bilmes



EM Algorithm

“A gentle tutorial on EM Algorithm and its application to parameter estimation of GMM and HMM”, Jeff Bilmes



GMM Re-estimation Formulas

“A gentle tutorial on EM Algorithm and its application to parameter estimation of GMM and HMM”, Jeff Bilmes



Some Insights - Gaussian Distributions 

“Hidden Markov Models and Gaussian Mixture Models”, ASR Lectures, Steve Renals and Peter Ball
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Gaussian Mixture Models

“Hidden Markov Models and Gaussian Mixture Models”, ASR Lectures, Steve Renals and Peter Ball



GMM EM Algorithm

“A short tutorial on GMM models” - Mohand Said, Ali, University of Quebec

E-step M-step



K-means Algorithm

“Pattern Recognition and Machine Learning” - C. Bishop



Other Considerations
• Initialization 

• Random Initialization, K-means algorithm, …. 

• Number of Gaussians (Based on the data availability)  

• Type of covariance structure 

• Spherical covariance  

“A short tutorial on GMM models” - Mohand Said, Ali, University of Quebec



Other Considerations
• Initialization 

• Random Initialization, K-means algorithm, …. 

• Number of Gaussians (Based on the data availability)  

• Type of covariance structure 

• Diagonal covariance  

“A short tutorial on GMM models” - Mohand Said, Ali, University of Quebec



Other Considerations
• Initialization 

• Random Initialization, K-means algorithm, …. 

• Number of Gaussians (Based on the data availability)  

• Type of covariance structure 

• Full covariance  

“A short tutorial on GMM models” - Mohand Said, Ali, University of Quebec


