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Abstract

In Structure-from-Motion (SfM), the underlying view-
graphs of unordered image collections generally have a
highly redundant set of edges that can be sparsified for
efficiency without significant loss of reconstruction qual-
ity. Often, there are also false edges due to incorrect im-
age retrieval and repeated structures (symmetries) that give
rise to ghosting and superimposed reconstruction artifacts.
We present a unified method to simultaneously sparsify the
viewgraph and remove false edges. We propose a scoring
mechanism based on camera triplets that identifies edge
redundancy as well as false edges. Our edge selection is
formulated as an optimization problem which can be prov-
ably solved using a simple thresholding scheme. This re-
sults in a highly efficient algorithm which can be incorpo-
rated as a pre-processing step into any SfM pipeline, mak-
ing it practically usable. We demonstrate the utility of our
method on generic and ambiguous datasets that cover the
range of small, medium and large-scale datasets, all with
different statistical properties. Sparsification of generic
datasets using our method significantly reduces reconstruc-
tion time while maintaining the accuracy of the reconstruc-
tions as well as removing ghosting artifacts. For ambiguous
datasets, our method removes false edges, thereby avoiding
incorrect superimposed reconstructions.

1. Introduction
Structure-from-Motion (SfM) [13] has been a long-studied
problem in computer vision. It aims to reconstruct a 3D
structure and estimate camera motions given images of a
scene. The first step in SfM is to identify the pairs of images
that capture the same part of the scene. For unordered
image collections, especially for large-scale datasets, image
retrieval techniques [1, 14, 23, 31, 32] are used where
each image is assigned with a descriptor and then matched
with other images. The relationships between the pairs
of images can be represented as a graph (also called a
viewgraph in the SfM literature), with nodes representing

cameras and edges representing an overlap of the scene in
the images captured by the two cameras, implying that their
relative geometry can be recovered. This graph is further
processed to extract keypoints in the images, which are
then matched with keypoints in other images based on the
connectivity of the graph [2, 7, 8, 25, 27, 34, 35, 44, 50].
Subsequently, the relative motion for every edge is obtained
by estimating epipolar geometry [13] using inlier keypoint
matches. We refer to such matches as epipolar inliers. The
obtained graph in this fashion is used by either incremen-
tal [36, 39, 40, 48] or global methods [9–11, 42] to get a
3D reconstruction of the scene along with camera motions.

The underlying viewgraphs obtained from unordered
image collections generally contain a redundant set of
images (equivalently nodes) since popular views of the
scene are captured more frequently [41]. As a consequence,
a large number of pairs of images (equivalently edges) are
identified to capture the same part of the scene, resulting in
a highly redundant set of edges in the viewgraphs [16]. We
refer to the datasets with the above-mentioned properties
as generic datasets. Many methods [15, 16, 37, 38, 41]
have been proposed to sparsify the viewgraphs while main-
taining the accuracy of the reconstructions by considering
only the nodes and edges which are distinguished to be
important.

When scenes contain repeated structures leading to
different symmetries [26], a significant number of false
edges occur between the cameras viewing repeated struc-
tures. This is because such images look similar and, thus,
are identified as belonging to the same part of the scene,
even if they capture physically different parts of the scene.
The presence of such false edges leads to superimposed
reconstructions. We refer to these datasets as ambiguous
datasets. Methods based on viewgraph properties and
loop consistency checks in the viewgraphs [3, 4, 17–
19, 21, 33, 37, 38, 45, 46, 49, 51, 52] have been proposed
to tackle false edges.



(a) Generic case (Union Square [47]). (b) Ambiguous case (Alexander Nevsky Cathedral [17]).

Figure 1. Camera triplets in different cases. The number of epipolar inliers are shown for the respective edges. The part of the image where
most of the inliers are matched is shown in rectangular boxes with colours corresponding to the edge colours. The red dots on the images
show the detected keypoints. (a) A triplet in a generic dataset where the edge marked green has fewer inliers than other edges due to low
overlap, thus, can potentially be removed to sparsify the viewgraph. (b) A triplet in an ambiguous dataset where two different facades of a
building are matched, giving false edges (marked green and blue). The false edges have a low number of inliers compared to the true edge
(marked orange), thus giving a cue about ambiguity.

Methods Scenarios in viewgraphs

Mostly True Edges Many False Edges

Graph Sparsification 3 7
Disambiguation 7 3

Ours 3 3

Table 1. Summary of different scenarios in viewgraphs handled by
methods designed for specific tasks.

We note that generic datasets can also contain a small
fraction of false edges due to incorrect images retrieved,
which leads to ghost artifacts in reconstructions. On the
other hand, ambiguous datasets contain repeated structures
which give rise to a significant number of false edges.

Both the problems, viewgraph sparsification and dis-
ambiguation of repeated structures, have mostly been
dealt with independently in the literature. The under-
lying assumptions of both the problems are very much
opposed. For viewgraph sparsification, most of the edges
are considered to be reliable (or true). Thus, the removal
of a few edges does not severely affect the accuracy of
reconstruction. On the other hand, for the disambiguation
problem, a significant number of edges are false, which
must be weeded out to obtain a proper reconstruction. Our
objective is to solve both problems together by a single
scheme, which is summarized in Table 1.

Our contributions: In this paper, we simultaneously
target both the problems of viewgraph sparsification and
disambiguation of repeated structures. A fundamental de-
sign attribute of our approach is the idea that camera triplets
are more informative than individual edges [41, 51] and are

easy to analyze since they form loops of the smallest possi-
ble length. For the problems on hand, triplets provide an im-
portant indication of an edge being redundant or ambiguous
based on matched keypoints (see Fig. 1). We propose a sin-
gle scheme for both tasks by leveraging camera triplets. We
identify redundant and false edges based on a scoring mech-
anism that aggregates information about 3D point connec-
tivity of the triplets globally over the whole graph without
requiring intermediate partial reconstructions and remove
them based on a single threshold. The proposed method can
be incorporated into any SfM pipeline, either incremental or
global, making it practical for usage. Experiments on view-
graph sparsification show a significant improvement in re-
construction time while maintaining accuracy on large-scale
datasets. Our method also removes ghost artifacts in the re-
constructions of generic datasets and shows disambiguation
capability on ambiguous datasets.

2. Literature Review

Viewgraph sparsification: Snavely et al. [41] constructed
skeletal graphs based on the approximate covariance of
camera motions. Havlena et al. [15] used image level
descriptors to carefully choose camera triplets for inde-
pendent reconstructions and then merged them. Havlena
et al. [16] also relied on image level descriptors and
selected a minimally connected dominating set of the
image collection. Shen et al. [38] used an online algorithm
to get a spanning tree, expanded the graph based on triplets
and finally enforced a community-based graph structure.
Shah et al. [37] selected edges on the graph based on a
minimum cost network flow problem. Many methods rely
on intermediate partial reconstructions [15, 16, 41], have
multiple hyperparameters [37, 38], or design their own
specific SfM pipeline [15, 16, 41] but we provide a solution



based on a single hyperparameter without any intermediate
reconstruction, and can be used in any pipeline.

Disambiguation of repeated structures: Zach et al. [51]
reasoned about false edges based on missing correspon-
dences in triplets using Bayesian inference. Zach et al. [52]
further extended [51] on longer loops using relative camera
motions. Roberts et al. [33] also inferred false edges based
on relative motions using an expectation-maximization
framework [29]. Cohen et al. [4] detected symmetries by
estimating similarity transforms and removing false edges
to reduce drift. Jiang et al. [19] measured reconstruction
quality based on missing correspondences and used it for
edge selection. Wilson et al. [46] split the camera-point
relation graph based on its covering subgraphs. Heinly et
al. [17] proposed a post-processing step to split the recon-
struction based on conflicting observations and then merge
the disconnected epipolar inliers. Heinly et al. [18] also
proposed a post-processing step to isolate 3D points con-
necting separate parts of the reconstruction incorrectly by
analyzing the clustering behaviour of 3D point connectiv-
ity. Cui et al. [6] merged two-view reconstructions locally
to find missing correspondences. Yan et al. [49] constructed
a path network where a few anchor images are selected and
other images are related to them with paths for clean im-
age correspondences. Wang et al. [45] grouped the im-
ages based on viewgraph and scored edges on their abil-
ity to expand the reconstruction. Kataria et al. [21] consid-
ered keypoints which are only matched across a few im-
ages for resectioning cameras to obtain a reliable recon-
struction. Cai et al. [3] proposed Doppelgangers, where a
neural network detects false edges based on images, key-
points and matches. Some graph sparsification methods
also disambiguated repeated structures either by checking
geometric consistency along loops [38] or by modifying
their cost function for handling ambiguous datasets [37].
Some other methods [22, 43] avoided incorrect fetching
of images containing repetitive structures during the im-
age retrieval phase by specific designs of image descriptors.
Many of these methods assume specific probability distribu-
tions on missing correspondences [51, 52], exploit interme-
diate reconstructions [6, 33], involve multiple hyperparam-
eters [18, 19, 21, 37, 38, 46, 49] or are designed for specific
pipelines [21, 51]. Our method does not assume any proba-
bility distribution for missing correspondences, can be used
in any pipeline, and uses only a single hyperparameter with-
out requiring any intermediate reconstruction.

3. Proposed Method
The goal of graph sparsification is to recover most of the
cameras and 3D points with a sparsified graph compared
to the original graph while maintaining accuracy and
significantly reducing reconstruction time. Dealing with

ambiguities in the scene requires distinguishing between
repeated structures. Our aim is to handle both the tasks
of graph sparsification and disambiguation of repeated
structures using a single scheme with as few hyperparam-
eters as possible without needing any intermediate partial
reconstructions. We also seek to build a scheme which can
be used as a pre-processing step for any pipeline, either
incremental or global. To achieve our goals, we present
a scheme for scoring edge quality and then formulate an
optimization problem which can be provably solved based
on thresholding leading to our proposed algorithm.

Edge quality score: Edges contain limited information
about the pairs of cameras they connect. An individual
edge alone cannot validate its importance in the graph,
and thus, scoring them meaningfully requires considering
other connected edges in the graph. We take recourse to
camera triplets, which provide much more information
about an edge based on the other two edges in a triplet
(see Fig. 1). Triplets have been widely used for sparsifica-
tion [15, 16, 37, 38, 41] and disambiguation [19, 33, 51, 52].
Let G = (V, E) be a viewgraph, with V and E denote the set
of nodes and edges in G, respectively. We first determine
a quality score, qij > 0, for each edge (i, j) ∈ E before
processing the viewgraph. Since we aim to get a 3D
reconstruction, to sparsify the viewgraph, we want to score
the edges based on how well they are connected via 3D
points. One way to get an idea of 3D point connectivity
without access to 3D reconstruction is to check for epipolar
inliers on the edges since inliers are the candidate keypoints
for reconstruction. One could check for common inliers
in all three cameras and assign a score to each edge on
the triplet based on the fraction of common inliers to that
of the total inliers belonging to that edge. Such a scoring
mechanism favours edges with a low number of inliers,
which conflicts with our aim to score based on 3D point
connectivity.

Therefore, we score edges based on the number of
inliers instead of common inliers across all three edges
of the triplet, which adheres to our aim of 3D point
connectivity-based scores. The indication for graph sparsi-
fication and disambiguation in the triplets is given by the
relative number of inliers between the three edges (also
seen in Fig. 1) and not by the actual number of inliers. To
score edges, we take the ratio of the number of inliers in
each edge to the maximum number of inliers among all
three edges in a triplet. This assigns scores to edges based
on relative 3D point connectivity in the triplet and is also
considerate of the cases where all images in triplets have a
low number of inliers due to occlusion or lack of texture.

Inherently, our scoring mechanism based on the relative



number of inliers in triplets is also useful for disambigua-
tion. [3] empirically noted that the actual number of
epipolar inliers does not provide useful information about
ambiguity. Missing correspondences [19, 33, 49, 51] and
the statistics of matched keypoints [49] provide a cue
about the presence of false edges. They are generally
detected using loops of small lengths like triplets since the
likelihood of viewing the same 3D points on larger loops
reduces. But the implicit assumption is the repeatability of
the keypoints for the same 3D point, which can be violated
in case of noisy images, occlusion or drastic changes in
viewpoint [17, 30, 51]. Scoring based on the number of
inliers instead of common inliers in the loops reduces
the effect of unmatched keypoints due to repeatability
concerns. This is because there can be other matched
keypoints on the edges which will compensate for reduced
edge scores due to non-repeatable keypoints. Moreover, we
consider only inliers on the edges for computing scores.
This ensures that only keypoints, which are proven to
have discriminative capabilities for matching, are used
for inference instead of all the keypoints (as used in [3, 33]).

A given edge can be a part of many triplets and, thus,
have as many scores. To aggregate information about the
edge over the whole graph, for each edge, we take the aver-
age of the scores obtained from all the triplets it participates
in. This ensures that edge scores reflect global information
about the edge in the graph. Since our scoring mechanism
is based only on triplets, we remove edges which are not
a part of any triplet, as such edges cannot be scored. In
practice, the viewgraphs for unordered image collections
are well connected and losing edges not contributing to
triplets has minimal impact on the reconstructions (please
refer to Sec. 4 for details).

Handling graphs consisting only of triplets: For
graphs containing only triplets, there can be cases when
two triplets are connected by a node and do not share a
common edge. We call such a connection between two
triplets a joint. In Fig. 2a, we present a scenario where the
triplets T5 and T6 have a common node but no common
edge. Also, there are no other triplets that share common
edges with both green and red edges. In such cases, the
edges marked in the two colours are effectively being
scored independently since edges marked in each colour do
not participate in the scoring of edges in the other colour.
Although, we can continue with such independent scoring,
for ambiguous datasets, it is not possible to infer whether
the joints are valid connections or not. So, we separate the
joints, which ensures that inference on edges is not based
on independent scores.

We construct a triplet graph GT = (VT , ET ), as done

(a) Graph (G) containing only triplets.

(b) Corresponding triplet graph (GT ).

Figure 2. Graph (G) containing only triplets with a joint and its
corresponding triplet graph (GT ). The edges marked in green and
red can be scored independently due to the absence of triplets shar-
ing common edges across them. The triplet graph separates the
joint and disconnects such graphs.

in [20, 28], where nodes, VT , denote triplets in G and edges,
ET , connect the nodes if an edge is common between the
triplets in G. By construction, the triplets connected by
the joints in the viewgraph G are not connected in the
triplet graph GT . If there are no common triplets between
the set of edges separated by joints, it results in multiple
connected components in the triplet graph GT , as can be
seen in Fig. 2b. For each connected component of GT ,
the triplets in G will have at least one common edge with
the other triplets in the same connected component and no
common edges across different components of GT . Thus,
the edges participating in different connected components
of GT can be scored independently. So, we only retain
the edges in G corresponding to the largest connected
component of GT (denoting it as GLCT ) since our aim is to
assign scores based on global reasoning. We empirically
observe that separating the joints has a minor effect on the
reconstructions (see Sec. 4).

Formulation: Given a quality score qij for each edge,
we aim to select those edges which will increase the aver-
age quality score taken across all the edges. To avoid having
the degenerate case of selecting edges only with the highest
score (which could be as low as one edge in realistic scenar-
ios), we need to regularize the cost by penalizing the loss of
edges. Let sij ∈ {0, 1}, be the binary variables denoting
selection (sij = 1) or removal (sij = 0) of edges. Then, the



optimization problem can be formulated as

max
sij∈{0,1},
(i,j)∈E

∑
(i,j)∈E sijqij∑
(i,j)∈E sij

− λ
∑

(i,j)∈E(1− sij)qij∑
(i,j)∈E(1− sij)

, (1)

where λ ≥ 0 is a regularization parameter which avoids
degenerate solutions for the optimization problem. λ also
acts as a tuning parameter for the aggressiveness of edge re-
moval, where reducing λ increases the number of edges re-
moved. The second term in Eqn. 1 suggests the average of
quality scores of the removed edges should not be high, thus
regularizing the first term. The strict positiveness of qij en-
sures that edges are either selected or removed for any given
λ ≥ 0. Although the problem in Eqn. 1 does not enforce
the graph structure, the quality scores obtained for edges
are based on all the triplets they are members of. Let Trp
be the set of all triplets in GLCT , trp(i, j) ⊆ Trp be the set
of triplets for which the edge (i, j) is a member, and qtij be
the score obtained from the triplet t ∈ trp(i, j). Replacing

the scores qij in Eqn. 1 with
∑

t∈trp(i,j) q
t
ij

|trp(i,j)| discloses the de-
pendence of Eqn. 1 on the graph structure more explicitly.
While the optimization problem in Eqn. 1 is combinatorial,
we provide a simple thresholding scheme to solve it, which
is shown as follows:

sij =

{
1 if qij ≥ τ,
0 otherwise,

(2)

where τ denotes a threshold. This thresholding scheme is
equivalent to optimizing the problem in Eqn. 1 with τ acting
as a regularizer, as shown by the following theorem:

Theorem 1. For a given λ in Eqn. 1, there exists a thresh-
old τ such that the values of sij obtained by solving the
problems given by Eqn. 1 and Eqn. 2 are the same.

Please refer to supplementary material for the proof of
Thm. 1. In practice, finding a threshold is not easy for a
given dataset, and a single threshold is not suitable for all
datasets. We choose a threshold adaptively based on the
connectivity of the graph. Specifically, given maximum
node degree of the graph as dmax, we get a threshold as

τ = m

(
1− dmax

|V|

)
+

(
dmax

|V|

)
, (3)

where |V| is the number of nodes and m is the minimum
score which edges should satisfy. We deliberately choose
|V| as the denominator since for a connected graph, 0 ≤
dmax ≤ |V| − 1, thus m ≤ τ < 1. This ensures that
τ = 1 is never chosen which only retains edges scored ex-
actly as 1. Such a scenario with many edges scored as 1 is
seldom true in practice. We now summarize our procedure
in Algo. 1. Efficient implementations exist to get the list

Algorithm 1: Edge Selection using Triplets
Input: Viewgraph G = (V, E), with geometrically

verified edges and a minimum edge score m.
Output: Sparsified viewgraph GF = (VF , EF ) with

ambiguous edges removed.
1 Construct triplet graph GT from G.
2 Retain edges in G participating in largest connected

component of GT , denoting it GLCT .
3 Find the list of all triplets Trp in GLCT .
4 for each triplet t in Trp do
5 Get the number of inliers for all three edges as

nij , (i, j) ∈ t.
6 Assign a score to each edge based on triplet t:

qtij =
nij

max(k,l)∈t nkl
.

7 end

8 Assign qij to each edge: qij =
∑

t∈trp(i,j) q
t
ij

|trp(i,j)| .
9 Compute τ from m using Eqn. 3.

10 Remove edges in GLCT with qij < τ giving GF .
11 Extract the largest connected component of GF .

of all triplets [12, 42]. We note that steps 4-8 in Algo. 1
are performed using CPU parallelization (20 threads) and
vectorized operations, which makes it efficient.

4. Experiments

We present experimental results on publicly available
generic and ambiguous datasets in individual subsections.
We use COLMAP [36] to obtain the original viewgraph and
also use it to get 3D reconstructions under different sce-
narios. All experiments are performed on a PC with Intel
Xeon Silver 4210 processor with 128 GB RAM and two
RTX 2080Ti GPUs. Our code is implemented in MATLAB
and does not require any GPU1. We only consider the largest
connected component of the viewgraphs for reporting val-
ues. We state the notations for graphs below (same as used
in Algo. 1), for further usage:
• G: Original viewgraph.
• GLCT : Graph containing edges contributing to the largest

connected component of the triplet graph GT .
• GDopp: Graph obtained after applying Doppelgangers [3]

on the original graph G.
• GF (m): Graph obtained after applying Algo. 1 with min-

imum edge score m.

4.1. Generic Datasets

In this subsection, we provide results for graph sparsifi-
cation on generic datasets. We consider datasets provided
by [5, 24, 47] and apply Algo. 1 to sparsify viewgraphs.

1GPUs are used only for Doppelgangers [3] and COLMAP [36].



Dataset Clean Reconstruction # Cameras Reconstructed (#NCR) # 3D Points Reconstructed (in 103) Mean Reprojection Errors (px) Reconstruction Time (mins) (tR)

G GLCT GF (0.6) GF (0.7) G GLCT GF (0.6) GF (0.7) G GLCT GF (0.6) GF (0.7) G GLCT GF (0.6) GF (0.7) G GLCT GF (0.6) GF (0.7)
Alamo [47] 3 3 3 3 899 875 652 612 161 157 128 126 0.66 0.66 0.62 0.59 44 44 28 25

Gendarmenmarkt [47] 7 7 3 3 1042 1045 899 857 207 206 160 151 0.76 0.76 0.61 0.74 372 339 144 103
Madrid Metropolis [47] 3 3 3 3 471 453 274 232 74 72 47 33 0.62 0.61 0.57 0.58 88 90 22 21

Montreal Notre Dame [47] 3 3 3 3 575 570 411 398 145 146 108 103 0.86 0.86 0.80 0.79 114 100 50 52
Notre Dame [47] 7 7 3 3 1407 1406 1295 1093 348 348 332 288 0.76 0.76 0.70 0.68 2054 2131 1323 758
NYC Library [47] 3 3 3 3 635 614 509 396 110 109 93 84 0.74 0.74 0.71 0.70 105 101 40 40

Piccadilly [47] 7 7 3 3 3208 3110 2786 2645 374 368 311 288 0.76 0.76 0.74 0.72 1969 1409 1060 1000
Roman Forum [47] 3 3 3 3 1587 1565 1365 1295 324 323 278 263 0.76 0.76 0.73 0.72 784 810 477 453

Tower of London [47] 3 3 3 3 735 718 535 495 165 165 137 129 0.63 0.63 0.62 0.61 95 86 44 42
Trafalgar [47] 3 3 3 3 7867 7532 6538 6256 706 695 573 545 0.74 0.74 0.73 0.72 6875 5601 3852 3698

Union Square [47] 3 3 3 3 1160 1150 891 805 82 81 62 55 0.74 0.73 0.69 0.69 220 185 80 86
Vienna Cathedral [47] 7 7 3 3 1197 1161 1010 965 304 301 258 248 0.75 0.75 0.74 0.73 793 703 398 376

Dubrovnik [24] 3 3 3 3 5883 5850 5576 5464 1252 1250 1127 1073 0.76 0.76 0.73 0.72 582 556 521 428
Rome [24] 3 3 3 3 1812 1812 1807 1728 395 395 389 389 0.90 0.90 0.87 0.85 284 280 279 265

Quad [5] 3 3 3 3 5729 5569 4360 3843 1295 1277 1041 882 0.69 0.69 0.67 0.66 417 418 318 249

Table 2. Reconstruction statistics on generic datasets. 3/ 7: Removed/Existing ghost artifacts. Bold values indicate best in the respec-
tive category. Our method sparsifies the viewgraphs, reconstructing most cameras and 3D points with reduced reprojection errors and
reconstruction time.
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Figure 3. Reconstructions obtained with different graphs on generic datasets. #NCR: Number of cameras reconstructed, tR: Recon-
struction time using COLMAP [36]. Top row: Dataset creating ghost artifacts in reconstructions (marked in blue). Applying our method
removes such artifacts with other parts of the reconstructions intact. Bottom row: Dataset with many redundant cameras and edges. Our
method sparsifies the graphs, giving visually similar reconstructions in reduced reconstruction time.

In Table 2, we compare results of the original viewgraph
G and the sparsified viewgraphs GF with different values
of minimum edge score, m = {0.6, 0.7}. We also show
the results for the viewgraph GLCT , since Algo. 1 extracts
this graph before scoring the edges. It can be seen that
the number of cameras and 3D points reconstructed with
G and GLCT are similar, with mean reprojection errors
being close. This shows that the removal of edges not
participating in the largest connected component of the
triplet graph has minimal impact on the 3D reconstructions.
The sparsified viewgraphs (GF ), using Algo. 1, also have
most cameras and 3D points reconstructed compared to
GLCT . Although the number of 3D points reconstructed is
reduced compared to GLCT , they have lower reprojection

errors, indicating that the estimated camera parameters
(intrinsics and motions) and 3D points in GF are more
consistent with the observations (epipolar inliers on the
edges) compared to the original graph. Moreover, the
ghost artifacts in the reconstructions are also removed in
sparsified graphs, along with a significant reduction in the
reconstruction time using COLMAP, by a margin of 50%
to 80%. Our method takes < 1% of the reconstruction time
to execute in most cases. More details are provided in the
supplementary material. These results are in accordance
with the goals of sparsification to obtain a reconstruction
with most cameras and 3D points recovered with similar or
improved accuracy with reduced reconstruction time using
a time-efficient method.



Dataset Disambiguated # Cameras Reconstructed (#NCR) # 3D Points Reconstructed (in 103) Mean Reprojection Errors (px) Reconstruction Time (mins) (tR)

G GLCT GDopp GF G GLCT GDopp GF G GLCT GDopp GF G GLCT GDopp GF G GLCT GDopp GF
[3] Ours [3] Ours [3] Ours [3] Ours [3] Ours

Louvre [46] 3 3 3 3 367 359 320 186 128 129 108 113 0.60 0.60 0.60 0.60 95 90 79 52
Notre Dame [46] 7 7 3 3 7952 7778 5481 5420 1785 1775 1314 1306 0.73 0.74 0.74 0.72 1558 1686 1160 1059
Sacre Coeur [46] 7 7 3 3 4492 4443 3796 1984 711 706 548 347 0.70 0.71 0.71 0.61 385 405 347 156

Seville [46] 7 7 3 3 1510 1498 447 475 353 353 109 117 0.68 0.68 0.64 0.62 203 113 87 24

Ellis Island [47] 7 7 3 3 880 910 314 333 164 171 84 89 0.76 0.75 0.80 0.79 212 195 33 26
Piazza del Popolo [47] 7 7 3 3 1023 1012 922 865 138 136 123 110 0.69 0.69 0.68 0.67 178 184 128 99

Yorkminster [47] 7 7 3 3 1065 1027 585 520 284 280 173 162 0.75 0.75 0.77 0.76 383 412 113 86

Alexander Nevsky Cathedral [17] 7 7 3 3 447 447 445 429 100 100 90 83 0.67 0.67 0.68 0.62 32 28 31 13
Arc de Triomphe [17] 7 7 3 3 427 425 392 394 81 81 69 70 0.66 0.66 0.66 0.64 22 18 17 15

Berliner Dom [17] 7 7 3 3 1603 1603 1600 1588 242 242 238 234 0.70 0.70 0.70 0.68 142 118 126 104
Big Ben [17] 7 7 3 3 397 398 394 379 74 74 73 67 0.64 0.64 0.64 0.61 40 36 43 33

Brandenburg Gate [17] 7 7 3* 3* 172 172 151 129 24 24 21 14 0.84 0.84 0.87 0.73 8 8 9 2
Church on Spilled Blood [17] 7 7 7 3 273 274 258 136 69 69 64 30 0.61 0.61 0.61 0.52 18 18 16 5

Indoor [17] 7 7 3 3 152 152 152 42 73 73 58 9 0.52 0.55 0.53 0.40 9 8 8 1
Radcliffe Camera [17] 7 7 3* 3* 279 280 94 177 76 76 28 40 0.64 0.64 0.60 0.58 18 18 6 6

Books [49] 7 7 7 3* 21 21 21 9 8 8 7 2 0.41 0.41 0.41 0.31 0.3 0.3 0.3 0.1
Cereal [49] 7 7 7 3* 25 25 25 7 12 12 12 3 0.41 0.41 0.41 0.30 0.5 0.5 0.5 0.1
Cup [49] 7 7 3 7 64 64 63 40 6 6 6 5 0.61 0.61 0.39 0.42 0.5 0.6 0.3 0.3
Desk [49] 3 3 3 3* 31 31 31 12 14 14 12 3 0.49 0.49 0.48 0.40 1.0 1.1 0.8 0.2
Oats [49] 7 7 7 3* 23 23 23 9 8 8 7 3 0.40 0.39 0.37 0.25 0.4 0.5 0.4 0.1
Street [49] 7 7 3* 3 19 19 10 19 4 4 1 2 0.50 0.50 0.37 0.35 0.2 0.2 0.1 0.1

Temple of Heaven [49] 3 3 3 3 338 338 338 338 192 192 185 196 0.65 0.65 0.63 0.65 78 76 32 54

Table 3. Reconstruction statistics on ambiguous datasets. Please refer to text for details on probability threshold (p) used for Dop-
pelgangers [3] and minimmum edge score (m) for our method (Algo. 1). 3/3*/7: Disambiguated/Disambiguated but oversplit/Non-
disambiguated reconstructions. Bold values indicate best in the respective category. The best value is checked only across disam-
biguated/disambiguated but oversplit reconstructions. Our method disambiguates all datasets except Cup (and also sparsifies them), recon-
structing most cameras and 3D points with reduced reprojection errors and reconstruction time.

In Fig. 3, we show the reconstructions of two datasets,
with Gendarmenmarkt containing a ghost artifact. It can be
seen that extracting GLCT from G does not remove the ghost
artifact and requires further processing to avoid it. The re-
constructions obtained with sparsified viewgraphs are visu-
ally similar to those from G and GLCT (after removing ghost
artifacts, if present), even with some lost cameras, in signifi-
cantly less time. This reveals the advantage of scoring edges
based on the number of epipolar inliers.

4.2. Ambiguous Datasets

In this subsection, we evaluate the performance of our
method on ambiguous datasets. At first, we study how well
the edge scores reflect the presence of false edges. We take
datasets provided by Doppelgangers [3] since they provide
ground truth labels for true and false edges. We obtain
viewgraphs using COLMAP and compute the edge quality
scores based on Algo. 1. In Fig. 4, we provide separate his-
tograms of the edge quality scores for true (non-ambiguous)
and false (ambiguous) edges for all the datasets. We only
use those edges for the histograms whose labels are pro-
vided in the datasets. It can be seen that the ambiguous
edges are scored low, which is desired for their removal us-
ing our method. For non-ambiguous edges, the edge scores
are distributed more uniformly, which helps in the uniform
removal of edges for graph sparsification with our method.
Thus, our edge scoring mechanism is able to capture the
presence of false edges and redundancy of the graph based
on connectivity via 3D points.

Figure 4. Histograms of edge quality scores over all datasets from
Doppelgangers [3]. Top: Only non-ambiguous edges. Bottom:
Only ambiguous edges. Ambiguous edges have low scores. Non-
ambiguous edges are scored more uniformly, which aids uniform
edge removal for graph sparsification.

Next, we present results on ambiguous datasets provided
by [17, 46, 47, 49]. In Table 3, we compare results of the
disambiguated viewgraph GF to those of viewgraphs G and
GLCT . We use m = 0.6 for large-scale datasets [46, 47],
the same as used for generic datasets, except for highly
ambiguous datasets (Louvre and Sacre Coeur), where we
use m = 0.9. We use m = 0.3 for medium and small-scale
datasets [17, 49]. We also provide reconstruction statistics
after applying Doppelgangers [3] on G, where we use
probability threshold p = 0.8 for all datasets (as suggested
in [3]) except for Louvre, where p = 0.9. No value of
p worked for the datasets not disambiguated by [3]. We
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Figure 5. Reconstructions obtained with different graphs on ambiguous datasets. #NCR: Number of cameras reconstructed, tR: Recon-
struction time using COLMAP [36]. Datasets resulting in superimposed reconstructions (marked in blue) are corrected after applying our
method with faster reconstruction time compared to Doppelgangers [3] due to the sparsification behaviour of our method.

note that GLCT still contains false edges, due to which no
dataset is disambiguated by extracting GLCT from G. Our
method is able to disambiguate repeated structures for all
large and medium-scale datasets, recovering most of the
cameras and 3D points when compared to Doppelgangers
reconstructions, with similar or better reprojection errors
for almost all the datasets. For Louvre, although many
cameras are lost, we still reconstruct more 3D points than
Doppelgangers with reprojection errors close to each other,
showing the effectiveness of our edge-scoring mechanism.
Additionally, apart from removing false edges, our method
also sparsifies the graphs, which reduces the reconstruction
times for most datasets. More details are given in the
supplementary material. Although similar observations
can be made for small-scale datasets [49], some scenes
are over-split due to graph sparsification by our method
because these datasets [49], being sequential, have a low
redundancy of edges.

In Fig. 5, we show reconstructions of two datasets, one
large-scale and another medium-scale. Both G and GLCT

lead to superimposed reconstructions due to the presence
of false edges. Our method is able to disambiguate differ-
ent facades of the buildings, leading to correct reconstruc-
tion, as validated by Doppelgangers reconstruction. More-
over, due to graph sparsification, our method significantly

reduces reconstruction time compared to Doppelgangers.
More results are provided in the supplementary material.

5. Conclusion
In this paper, we present a single method based on camera
triplets to solve both the problems of viewgraph sparsifica-
tion and disambiguation of repeated structures. We propose
a scoring mechanism for the edges in a viewgraph based
on epipolar inliers, which captures both the redundancy of
the edges and the presence of ambiguous edges based on
global information of 3D point connectivity. We formulate
an optimization problem whose solution is proven to be a
thresholding scheme. This leads us to an efficient algorithm
which can be incorporated into any SfM pipeline as a
pre-processing step. Applying our method reduces the
reconstruction time significantly while maintaining accu-
racy and also removes ghost artifacts on generic datasets.
Our method also disambiguates repeated structures in the
scenes along with sparsifying viewgraphs of ambiguous
datasets, resulting in reduced reconstruction time.
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