Graduated Non-Convexity (GNC)

e Minimization of robust cost:

argmin 4 £(x) = _ g (Ir(x)])

o Algorithm: lteratively Reweighted
least squares (IRLS).

e GNC used to mitigate convergence
to poor local minima caused by

IRLS.

e Minimize a sequence of successively
harder costs, p,(-),
O =090 >01 >0y >+ > Omin-

e fixed annealing: -y, =constant V k.
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Figure: Line Fitting example.

Accuracy

GNC strategy # of stages in GNC

Small v (fixed) 0
Large v (fixed) d d
Adaptive v [Ours] l 0
Desirable d T

Table: Impact of different annealing strategies.

Adaptive Annealing for Robust Geometric Estimation
Chitturi Sidhartha, Lalit Manam and Venu Madhav Govindu CVPR

Adaptive Strategy to Find 0,1 (= V)

e Given the current solution x,
choose 0.1 as:

Ok+1 = Min {O’ | A min (Hx; (O’)) >\ > O}

00k Algorithm 1: Robust M-estimation with Adaptive
(1) GNC (GNCp)
e Given the least squares cost's Input: Observations {o;}; residual function
gradient (g,5o) and Hessian ri(x) = g (x, 0); Tfinal
(HLSQ) Output: Optimal x

1 Initialization: k =0, 0 = 0y, xg (random)

- E15Q g hile o) > d
A0 [ 5Q.i 2wnile ok =~ Ofipal O
H(O-) - Z /, Hr||2 I m,HLSQ), ] 3 "i:g(Xk, Oi)
=1 I 4 ¢,:< L >2
(2) 1 rif?
/ | / | k |
ahere j— UED) s HUE) s o s wing s
[ri |rill 5 Xii1= arg;nin;@Hri(X)H
| o (3) 6 Obtain H(o) using Eqn. 2
® )\min(ij;(O')) IS monotonic In 0 = 7 Perform binary search on A\, (H) to obtain oy
binary search is used to find oy, In 8 k=k+1
Eqgn. 1. 9end

e Approximate /;'s and m;'s used to
make the Hessian (H) amenable for
cheap evaluations of A,,;,(H).

lllustration on Pairwise 3D Registration

Given correspondences {a;, b;} between two unaligned 3D scans, find the transformation
R, t that aligns the scans.

Optimization problem: m|n Zpg |la; — Rb; — t||) (4)

Results on Synthetic Data

Mean Rotation Errors (deg) | Mean Translation Errors (x107°) |
Dataset FGR [5] SE3Reg [1] TEASER++ [3] GNCp(Ours) FGR [5] SE3Reg [1] TEASER++ [3] GNCp(Ours)
armadillo  0.89 1.12 13.87 0.79 16.68  48.06 106.59 9.27
bunny  0.93 1.27 13.63 0.81 1453  46.76 152.33 9.18
buddha  1.22 1.32 22.32 1.02 18.97  45.57 148.82 11.09
dragon  0.88 1.05 13.05 0.76 15.89  47.21 119.91 9.08

Table: Mean rotation and translation errors on synthetic datasets (N = 10000, high noise level) for 50% outliers.
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Results on Real Data
Dataset Success % T Time (in ms.) |
3DMatch FGR [5] SE3Reg [1] TEASER++ [3] GNCp (Ours) FGR [5] SE3Reg [1] TEASER++ [3] GNCp (Ours)
MIT lab 72.7 (5.3 (1.4 77.9 (1.4 21.6 3216 7.4
homel 93.6 92.9 92.9 96.1 54.6 14.6 3964 5.6
home2 79.3 (3.8 (3.8 81.7 47.1 12.2 555h5 6.0
hotell ~ 93.8 03.8 04.7 95.1 54.1 16 4416 0.4
notel2  88.5 39.4 360.5 91.3 52.4 15.1 3969 7.6
notel3  8b.2 87.0 85.2 88.9 56.6 15.1 5349 6.3
kitchen 95.3 92.7 96.0 96.6 45.1 15.4 1978 6.0
study 79.8 82.5 86.0 34.6 55.2 16.2 3195 8.9
KITTI 735 84.7 — 85.6 195 40 — 13
Table: Results on 3D Match dataset [4] and KITTI [2] datasets.
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Figure: Two point clouds (red and green) with a low overlap in the MIT Lab sequence of 3D Match dataset.
Conclusion

e \We propose a principled way to adaptively anneal the scale in Graduated
Non-Convexity (GNC) by tracking the positive definiteness of the Hessian matrix of
the cost function.

e \We demonstrate our approach on pairwise registration of 3D point clouds. Our method
yields superior results compared to the state-of-the-art both in accuracy and efficiency.
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